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A B S T R A C T   

Nanophotonic devices, such as metasurfaces and silicon photonic components, have been progressively demonstrated to be efficient and versatile 
alternatives to their bulky counterparts, enabling compact and light-weight systems for the application of imaging, sensing, communication and 
computing. The tremendous advances in machine learning provide new design methods, metrology and functionalities for nanophotonic devices and 
systems. Specifically, machine learning has fundamentally changed automatic design, measurement and result processing of highly application- 
specific nanophotonic systems without the need of extensive expert experience. This trend can be well described by the popular concept of 
“software-defined” infrastructure in information technology, which can decouple specific hardware from end users by virtualizing physical com
ponents using software interfaces, making the entire system faster, more flexible and more scalable. In this review, we introduce the concept of 
software-defined nanophotonics and summarize the interdisciplinary research that bridges nanophotonics and intelligence algorithms, especially 
machine learning algorithms, in the device design, measurement and system setup. The review is organized in an application-oriented manner, 
showing how the software-defined scheme is utilized in solving both forward and inverse problems for various nanophotonic devices and systems.   

1. Introduction and background 

Nanophotonic structures and devices offer powerful means to manipulate light-matter interaction at nanoscale with extreme 
flexibility [1]. According to the material composites and structural properties, nanophotonics research can be categorized into several 
major domains including photonic crystals (PC) [2], plasmonics [3], metamaterials/metasurfaces [4,5], and silicon photonics [6]. 
After decades of endeavor, the performance, manufacturability and stability of these nanophotonic structures and devices have been 
continuously improving to scale up to the system level, which find a vast range of applications in communication [7], computing [8], 
imaging [9], signal processing [10], biochemical sensing [11], as well as quantum information processing [12]. The success of 
nanophotonics largely benefits from the advances in powerful simulation tools and precise nano-fabrication facilities. Unlike 
macroscopic optical components designed according to geometric optics principles, nanophotonic structures and devices usually 
require a deep understanding of the material properties and physical mechanisms to guide the design. For example, split-ring reso
nators, widely used to produce effective magnetism, utilize the physical effect that varying external magnetic fields can induce a 
current loop and thus a magnetic dipole in a ring-like structure [13]. Knowing that a single cross resonator behaves like an electrical 
dipole antenna with polarization-independent response, a multi-band or broadband device can be configured by multiplexing 
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different-sized cross resonator within a single unit cell [14]. The expertise required in nanophotonic design sometimes hinders its 
scalability and system-level applications, defying demand-driven applications from end users without much professional background. 

On the other hand, “software-defined” becomes a growingly popular term in information technology, which usually appears as a 
prefix in many scenarios like software-defined networking, software-defined storage, software-defined data center, and even the 
general condition of software-defined everything [15]. The essence of software-defined infrastructure is to decouple specific hardware 
from end users by virtualizing physical components using software interfaces. For example, software-defined networking, different 
from conventional hardware-centric networking, has an architecture with network control decoupled from the forwarding mechanism 
and it is directly programmable [16]. Treating information technology in a software-defined manner overcomes the shortcomings of 
conventional solutions, such as manageability, flexibility, and extensibility. Users only need to take advantage of software interfaces 
rather than physical implementations to realize their ideas. 

More recently, with the aid of intelligent algorithms, the nanophotonic community has witnessed tremendous development in the 
design, measurement and application of nanophotonic devices and systems. The core impetus is the prevalence of inverse design 
methods, which convert a design problem into an optimization problem, and solve it with various algorithms automatically [17]. This 
revolution in the design scheme unleashes the designers from the complex underlying physical mechanisms and enables more focus on 
device functionalities. Therefore, similar to other software-defined IT infrastructures, flexible algorithmic interfaces appear in the 
design, measurement and application of nanophotonic systems. The interplay of algorithmic software and nanophotonic hardware not 
only boosts the design capability, but also broadens the application scenarios of nanophotonic systems. In this review, we adopt the 
term “software-defined” from the information technology community and introduce the concept of software-defined nanophotonics. 
To help the readers better understand the potency of the “software-defined” scheme, we organize this review in an application-oriented 
manner, highlighting the rich applications in real-world scenarios to demonstrate the benefit of transitioning from hardware-centric 
nanophotonics to software-defined nanophotonics. For information focused on the inverse design algorithms, photonic measurement 
using intelligent algorithms and photonic hardware to perform intelligent computing, the readers are recommended to refer to some 
recent review papers [18–31]. 

As shown in Fig. 1, the architecture of software-defined nanophotonic systems is composed of three interconnected layers, namely, 
data layer, control layer and application layer. At the very bottom is the data layer, or infrastructure layer, which stores the physical 
realization of different functional nanophotonic components and devices, including the unit cell of metamaterials or PCs, various 

Fig. 1. Architecture of software-defined nanophotonic systems. (a) A metamaterial with a negative refractive index. Reproduced with permission 
from Ref. [32] copyright 2008 Nature Publishing Group. (b) A metasurface antenna array with phase gradient. Reproduced with permission from 
Ref. [33] copyright 2011 American Association for the Advancement of Science. (c) A three-dimensional tungsten photonic crystal with a large 
infrared bandgap. Reproduced with permission from Ref. [34], copyright 2002 Nature Publishing Group. (d) Plasmonic nanoparticles with different 
geometries. Reproduced with permission from Ref. [35], copyright 2011 Nature Publishing Group. (e) Statistical machine learning model for 
spectrum prediction of meta-atoms. Reproduced with permission from Ref. [36], copyright 2022 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. 
(f) Inverse metasurface design based on forward model and a heuristic algorithm. Reproduced with permission from Ref. [37], copyright 2022 
WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. (g) Topology-optimized lightsail designs. Reproduced with permission from Ref. [38], copyright 
2021 American Chemical Society. (h) Automatic metrology in structured light profilometry. Reproduced with permission from Ref. [39], copyright 
2019 Optical Society of America. (i) Schematic of a metasurface for polarimetry. Reproduced with permission from Ref. [40], copyright 2018 
American Chemical Society. (j) Wavelength demultiplexer for integrated circuit. Reproduced with permission from Ref. [41], copyright 2015 Nature 
Publishing Group. (k) Polarization-multiplexed holograms using metasurfaces. Reproduced with permission from Ref. [42], copyright 2023 
American Association for the Advancement of Science. (l) Schematic of the optical integrated diffractive neural networks. Reproduced with 
permission from Ref. [43], copyright 2019 Nature Publishing Group. 
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plasmonic nanostructures, and silicon photonic components. These are the basic building blocks for more complex nanophotonic 
systems, whose properties are characterized by transmission/reflection/absorption spectra, polarization response, near field distri
bution and so on. On the top is the application layer, which is directly visible to end users with a demand-driven interface. For example, 
a nanophotonic spectrometer design focuses on the spectral response of the constituent components, while in imaging applications, the 
phase response and the associate wavefront control ability are the major concerns. In between the data layer and application layer is 
the control layer, the pivot layer that bridges software frontend and hardware backend. In the control layer, various algorithms play an 
important role to automatically link the target application with physical implementations, including automatic design of the nano
photonic devices and automatic data processing in the measurement process. 

The ability to design is crucial for the physical realization of software-defined nanophotonic systems. Conventionally, nano
photonic devices are designed in a rule-based routine. Empirical designs are first proposed by experienced designers, and then a 
parameter sweep process are usually carried out to optimize the initial design. Such design methods highly require the designers’ 
physical understanding of the device, and the corresponding manual optimization is often inefficient. In software-defined scheme, the 
design and optimization of nanophotonic devices become an automatic process, namely inverse design, with little need for human 
intervention. According to the mechanism, the inverse design algorithms can be classified into three major categories, namely, 
gradient-based algorithm, heuristic algorithms and data-driven algorithms. Gradient-based algorithms first calculate the gradient of 
the target function with respect to the design parameters, and then perform the optimization using gradient-descent algorithm and its 
variants like Newton Methods. To accurately capture the gradient information, the most popular approach is the adjoint methods [44]. 
In a reciprocal electromagnetic system, the gradient of a function of field distribution with respect to permittivity can be conveniently 
calculated by applying two electromagnetic simulations, so-called a forward simulation and an adjoint simulation [45]. The 
gradient-based algorithm is very efficient in the inverse design process, since all the gradients are calculated in parallel with only two 
simulations. However, it is a local optimization method, which can be easily trapped in non-ideal local optimal points. On the other 
hand, heuristic algorithms explore the design space following certain empirical rules, such as direct binary search algorithm that 
simply uses random modification of the design parameters [46], genetic algorithm (GA) inspired by the evolution process in nature 
[47,48], particle swarm algorithm that mimics the foraging behavior of birds [49], and so on. These algorithms introduce certain 
stochasticity in the searching process with no need for gradient information and thus can optimize the target globally. Nevertheless, 
heuristic algorithms require very frequent evaluations of the target function relying on intensive numerical simulations, and hence can 
hardly scale up as the design parameters increase. Data-driven methods, typically statistical machine learning algorithms, solve the 
design problem by discovering the relationship of design parameters and optical responses from a vast number of training data [19]. 
Different from iterative optimization algorithms, data-driven methods require a pre-collected data set to train the model. Once fully 
trained, these models can tackle forward prediction or inverse design tasks much faster, often by orders of magnitude compared to 
conventional optimization methods. The most popular data-driven models are various deep neural networks (DNNs), also known as 
deep learning models, including multilayer perceptron, convolutional neural network (CNN), recurrent neural network (RNN), graph 
neural network (GNN), and so on. By automatically learning multilevel abstraction of data using hierarchically structured layers, deep 
learning models benefit from empirical design data and can generalize to similar design tasks. With various intelligent algorithms, 
especially data-driven methods, the control layer in software-defined nanophotonic systems offers flexible and programmable software 
interface for the underlying data layer containing specific physical implementation of photonic devices. 

Apart from design ability, control layer in the software-defined scheme is also supportive to the application layer, where artificial 
intelligence contributes to the measurement, result processing and demand feedback of the nanophotonic system to enhance its 
functionality. The most straightforward case is the application of intelligent algorithms in the processing of images generated in 
various optical measurement scenarios. In particular, deep learning and other data-driven models are vastly applied in solving inverse 
optical metrology problems, such as image deblurring, single-frame phase retrieval, depth extraction, and holographic reconstruction 
[29]. Spectral data is another type of important data usually generated in the measurement. Deep learning models are able to analyze 
the scattering spectra of plasmonic nanostructures to push the information storage limit [50]. In nanophotonic systems for biochemical 
applications, machine learning models are also frequently employed to process the raw data from direct microscopic measurement to 
enhance the system functionalities, like principal component analysis (PCA) that extracts features from noisy measurements [51], or 
linear least-squares regression that can resolve molecule-specific information in a metasurface-based mid-infrared biosensor [52]. It 
should be noted that besides being a separate design method or signal processing approach, artificial intelligence algorithms in 
software-defined nanophotonic systems are more than add-ons but the hub that is seamlessly embedded in the entire design and 
application flow. Taking the idea of computational imaging as an example, a full color metasurface imager is constructed to simul
taneously benefit from the high design flexibility of metasurface and the powerful image post-processing of deep learning models [53]. 
Therefore, as depicted in Fig. 1, the connection of data layer, control layer and application layer in the software-defined nanophotonic 
system is not a one-way process but are interconnected in both directions. The software interface enables simultaneous nanophotonic 
design and result processing to realize system-level optimization for specific applications. 

To better guide the readers to understand the principle of software-defined nanophotonics as a holistic methodology, we organize 
the review in an application-oriented manner instead of dividing the techniques into pieces of algorithms for design, measurement, 
results processing and others. In the preceding part, we have introduced the overall picture and formalized the concept of software- 
defined nanophotonics, which includes all efforts to facilitate the design and application of nanophotonic systems. In the rest of the 
review, we will discuss several typical application scenarios where the software-defined scheme show its potency, including (1) 
nanophotonic design with multiple functions and extreme functions beyond manual labor, (2) intelligent nanophotonic systems for 
spectrometry, polarimetry and imaging, (3) ultra-compact silicon photonic devices and integrated photonic circuits with ultra-high 
integration density, (4) nanophotonic systems for optical neural networks and optical computing, and (5) physics informed 
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machine learning models for quantum optics and materials. We provide concrete examples to demonstrate the application, even often 
implicit, of software-defined methodology in nanophotonics. While some optimization methods are not directly related to machine 
learning, we still include them in this review. The reason is that optimization methods have been long utilized in photonic design, and 
machine learning can further enhance their effectiveness. We will highlight the research on both traditional optimization methods and 
hybrid models that combine optimization methods with machine learning. By examining these different approaches, we aim to provide 
a comprehensive understanding of how software-defined methodology is applied in nanophotonics. In the end, we will summarize 
current research results, and provide perspectives on future research directions such as co-design of software and hardware in 
nanophotonic systems. 

2. Nanophotonic devices with multiple or extreme functions 

2.1. Inverse design of metalenses 

It is widely known that the properties of natural materials are essentially determined by atoms and their spatial arrangement (i.e., 
lattices). Using artificial meta-atoms, people have demonstrated metamaterials with exotic properties difficult to achieve or even 
unavailable in natural materials [54–59]. The meta-atoms are precisely engineered nanostructures with adjustable characteristics and 
responses. The size of the meta-atoms is significantly smaller than the wavelength of electromagnetic or light waves. Therefore, we can 
apply the effective medium theory to homogenize metamaterials and define effective material properties. Very importantly, the 
effective properties of metamaterials are primarily determined by the geometries rather than the chemical constituents of meta-atoms. 
One recent focus in the field of metamaterials is metasurfaces [5,60–65], which comprise just a single layer of meta-atoms. Mea
materials and metasurface can produce novel properties and phenomena that are distinctly different from those found in natural 
materials. For instance, natural materials typically have positive refractive indices. However, by making electric permittivity and 
magnetic permeability simulatatnely negative, metamaterials can achieve negative refractive indices and reverse Snell law to bend 
refracted light to the negative direction [66,67]. People have also shown that metamaterials can manipulate the flow of electro
magnetic waves around an object and produce an invisibility cloak to hide the object [68–70], which used to exist only in science 
fiction. On the other hand, altering the spatial arrangement of various meta-atoms is helpful in controlling the optical response, 
enabling complex functionalities even with a single layer of metasurfaces. Some representative examples include flat metalenses [9, 
71–73], chiral metamaterials [74–79], color routers [80–83], and meta-holograms [42,84–86]. The design of the metamaterials and 
metasurfaces, however, typically necessitates time-consuming full-wave simulation and iterative meta-atom optimization. In recent 
years, researchers have developed flexible inverse design methodologies to accelerate the design of meta-devices and thereby enable 

Fig. 2. (a) Schematic of the metalens integrated on top of a single mode fiber (SMF), which can be used for direct laser lithography. Reproduced 
with permission from Ref. [87], copyright 2021 American Chemical Society. (b) Left: Fast approximate forward simulator that calculates the field 
intensity at the target via the convolution of the equivalent current and the appropriate Green’s function. Right: Adjoint method that calculates the 
gradient with respect to all the metasurface design parameters. Reproduced with permission from Ref. [88], copyright 2022 Nature Publishing 
Group. (c) The target electric energy distribution, the evolutionary optimization workflow, and the metalens layout designed by the optimization. 
Reproduced with permission from Ref. [89], copyright 2020 Nature Publishing Group. 
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more complex and intriguing functionalities. 
In 2021, Hadibrata and co-workers designed and demonstrated an infrared metalens that can be integrated to an optical fiber tip for 

direct laser lithography [87]. The requirements of the metalensinclude small size, light weight, and a high numerical aperture (NA). 
The authors applied an objective-first inverse method, which considered the material permittivity and the field distribution, and 
substituted them into a minimization problem. In each iteration, two subproblems were solved where either permittivity or field was 
fixed while alternatively solving the other. The authors realized a grating-liked metalens with focal length of 7.8 μm, NA of about 0.85, 
and a focusing efficiency of 73% at the wavelength of 980 nm. To validate the usefulness of the metalens, the authors integrated it on a 
fiber top and performed direct laser lithography, as shown in Fig. 2(a). Surprisingly, a feature size of about 200 nm with a high ac
curacy and precision was realized. 

Novel inverse design methods have also been explored in visual systems, such as virtual reality and augmented reality. As a 
representative work, Li et al. developed a large-scale high-performance metalens by combining a fast approximate solver and an 
adjoint method [88]. The conventional optimization relies on time-consuming parameter sweeping and full-wave simulations, which 
can be mitigated with the proposed methods. On one hand, the faster solver is achieved by the convolution of local fields and Green’s 
function, and the local periodic approximation is applied to predict the local field. On the other hand, a forward and adjoint simulation 

Fig. 3. (a) Design scheme and workflow for the optical merging meta-grating. Reproduced with permission from Ref. [90], copyright 2020 
American Chemical Society. (b) Top: Tunable metasurfaces with liquid crystal sandwiched between meta-gratings. Bottom: Design framework 
combining global search and local inverse design. Reproduced with permission from Ref. [91], copyright 2020 American Chemical Society. (c) 
Inverse design of plasmonic structures to maximize the efficiency of send harmonic generation. Reproduced with permission from Ref. [93], 
copyright 2022 American Chemical Society. (d) Hybrid model that combines evolutional strategy and neural networks for multilayer metasurface 
design. Reproduced with permission from Ref. [94], copyright 2021 American Chemical Society. (e) End-to-end design pipeline for multifunctional 
metasurfaces. Reproduced with permission from Ref. [101], Copyright 2022, WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. (f) Transfer 
learning architecture to transfer the knowledge of image classification to meta-atom design. Reproduced with permission from Ref. [104], copyright 
2021 Nature Publishing Group. 
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are performed in each optimization loop to calculate the gradient of the objective function with respect to the geometric parameters, 
and the designs are updated, which is also visualized in Fig. 2(b). As a result, metalenses with diameter of 2 mm and 1 cm were 
designed and fabricated, showing an achromatic and polarization insensitive properties as expected. The authors also demonstrated 
that with the cm-scale meta-optic device, a virtual reality system can be built with greatly reduced size and weight compared to the 
conventional counterparts. 

The design and implementation of meta-atoms typically has the trade off in terms of performance and feasibility in fabrication. This 
is caused by the locally periodic approximation (LPA) in the metasurface design, which assumes that every meta-atom is electro
magnetically independent from its neighbors, allowing us to use the periodic boundary conditions when evaluating the response of 
individual meta-atoms. However, in dielectric meta-atom design, the nanostructures need to be thick (~hundreds of nanometers) and 
high-aspect-ratio to have a good electromagnetic isolation with neighbors, resulting difficulties in fabrication due to issues like 
shadowing effect. On the other hand, the ultrathin meta-atoms are easy to fabricate, but there exists strong evanescent field coupling 
among the meta-atoms. Therefore, the LPA may not hold anymore and the response of meta-atoms can deviate from the simulations 
based on LPA. To address this issue, Cai et al. proposed a global evolutionary optimization approach to consider the non-local in
teractions and inversely design metasurfaces [89]. In the inverse design for a one-dimensional metalens, first a population of meta
surface structures was randomly generated. As depicted in Fig. 2(c), for each member in the population, the target properties, such as 
the phase profile, transmittance, and focusing intensity, were evaluated by numerically solving Maxwell’s equations for the entire 
device. Different from the conventional GA approach, such evolutionary procedure also took advantage of clustering the populations 
into different classes; this classification was completed based on the performance of individual populations and the resultant grouping 
improved the diversity of the pool. Such a process allows winning classes (representing a better set of individuals) to expand their sizes. 
It translates into a more expanded search of the phase space, enabling us to explore solutions near the possible global minimum. As a 
demonstration, the authors designed and evaluated the thinnest (~λ/5) metalenses with the highest efficiencies at the visible 
wavelength. 

2.2. Design of meta-systems with complicated functionalities 

The applications of meta-devices can go beyond metalenses. For example, Wang et al. designed a meta-grating that can merge free- 
space beam with a much higher efficiency [90]. In conventional themes, the free-space optical merging (FSOM) requires bulky 
components like beam splitters, which inevitably introduce additional stray beam and reduce the efficiency. In this work, the authors 
used an alternative design approach, aiming to manipulate the diffraction orders of the incident beam with meta-gratings. To be 
specific, the FSOM requires a single reflection angle for two different incident angles. The authors designed two different schemes for 
such FSOM, as shown in Fig. 3(a). For example, in the first proposed scheme, the meta-grating was designed to provide only 3rd and 
-2nd order manipulation. As a result, the light beam incident from these two directions can be coupled out to the normal direction with 
minimized stray beams. However, such abnormal phenomenon is hard to achieve with conventional gratings. To solve the problem, the 
authors used a two-step optimization: First, a global optimization was performed using non-dominated sorting genetic algorithm-II 
(NSGA-II), a multi-objective optimization algorithm based on GA, to optimize the geometric parameters of the meta-gratings. GA is 
a class of non-gradient-based optimization algorithms that emulate the process of natural evolution. Due to their probabilistic tran
sition rules, GA is well-suited for complex and noisy parameter spaces, and can effectively search from a population of potential so
lutions, enabling multi-objective optimization of the Pareto front. Nevertheless, GA is often computationally expensive and does not 
guarantee improvement after each iteration, making convergence to the optimal solution slower compared to other optimization 
algorithms. After applying global optimization, a boundary optimization was performed to randomly vary the design from the global 
optimization. The entire optimization loop ended when the current design surpasses all its variants. The authors proved the perfor
mance of the meta-grating via experimentation. The total merging efficiency was around 60–90% in the visible regime from 665 nm to 
705 nm. 

Due to their potential for extraordinarily diverse functionality and temporal turnability, tunable and reconfigurable metasurfaces 
have recently attracted wide attention. The responses of these metasurfaces can be adjusted by external inputs such as voltage, heat, 
and surrounding media. However, the capability of such designs heavily depends on and is constrained by physical intuition. To 
overcome these limitations, Chung et al. developed the inverse design for tunable metasurfaces in 2020. They demonstrated high 
switching efficiency (80%) and large angular deflection (144◦) simultaneously [91]. A liquid crystal (LC) layer was included in the 
design, which was placed on top of a periodic meta-grating array and encased between two contact layers. The LC director was oriented 
perpendicular or parallel to the TE-mode electric field when the voltage was turned on or off, enabling the meta-grating to exhibit 
completely different deflection behavior. The schematic of the tunable system is shown in the top panel of Fig. 3(b). The effectiveness 
of the switching is greatly influenced by the meta-grating design. In this work, each grating has been pixelated to a size of 77.5 nm, and 
the permittivity of each pixel acts as the design parameter. The inverse design combines the local optimization of the grating and the 
global search of the layer thicknesses as shown in the bottom panel of Fig. 3(b). The gradient of switching efficiency with respect to the 
parameters is rapidly computed by topology optimization (TO). Backpropagation of the gradient is carried out throughout each 
iteration to update the design of the gratings. On the other hand, the particle swarm optimization (PSO) is utilized to globally optimize 
the layer thicknesses because they are also key components of the design. This technique first creates a large number of “particles” with 
arbitrary structural properties. Then inverse design is executed within each “particle” to improve the fine-scale properties of the 
devices. New parameters are then chosen in accordance with the evaluation function of standard particle swarm optimization [92]. 
The global search for the ideal thickness encompasses the grating optimization process. The highest deflection-angle design, which 
uses a triple-grating structure to achieve deflection from − 72◦ to 72◦, is obtained using the proposed inverse design method. This study 
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utilizes both TO and PSO algorithms, leveraging their respective strengths while mitigating their shortcomings. To be more specific, TO 
as a gradient-based approach, exhibits proficiency in tackling problems with high-dimensional parameter space by updating all 
variables in a single iteration step, and works best for optimizing material morphology or spatial distribution. However, it is highly 
reliant on complex mathematical models, lacks the ability to account for real-world fabrication constraints, and may be susceptible to 
local optima. In contrast, PSO, with its stochastic nature, is more adaptable to global search, easy to implement, and computationally 
efficient. Nevertheless, the convergence of PSO is not guaranteed especially in complicated parameter space. 

The nonlinear effect is also one important phenomenon in photonics. For instance, we can achieve second harmonic generation 
(SHG) by breaking the inversion symmetry of structures. However, the nonlinearity of natural materials is usually very weak. 
Therefore, it is important to design photonic materials and structures with high nonlinearity. With this aim, Raju et al. proposed an 
inverse design scheme to implement nonlinear metamaterials with maximized SHG efficiency [93], as illustrated in Fig. 3(c). In this 
paper, the contribution of SHG comes from two parts. On one hand, the design platform is based on a nanolaminate, in which three 
kinds of materials (i.e., TiO2–Al2O3-HfO2) are alternatively stacked to form the substrate. This configuration readily breaks the cen
trosymmetry at each interface and the second order nonlinear effects can emerge. On the other hand, a periodic array of gold 
nanostructure is deposited on top of the substrate. Thanks to the large field enhancement from such plasmonic naonstructures, the SHG 
can also be amplified since it is proportional to the field intensity. However, the plasmonic modes are sensitive to the structure design 
and its boundary, which need to be optimized to achieve maximized efficiency. To facilitate the design process, the authors first trained 
a simulator that can predict the SHG efficiency from structure image, described by a 64 × 64 binary image, to replace the 
time-consuming numerical simulation. Then, the simulator was directly inserted to an optimization loop based on evolution strategy 
(ES). However, the image input might not be ideal given the extremely large number of parameters in the design space. Therefore, an 
encoder-decoder network was built to map between the image and a latent vector: The encoder can encode the structure to a latent 
distribution. And the decoder can decode the latent vector, which was randomly sampled from the latent distribution, back to the 
structure image. With these two trained neural networks, the optimization can be run much more efficiently. Based on this method, an 
optimal design was generated, with the maximized SHG among all the designs and was verified in both numerical simulation and 
experimentation. 

Recently, Zhu et al. have reported that combines neural networks with an ES-based optimizer to design cascading layers of met
asurfaces with multifunctional capabilities [94]. As shown in Fig. 3(d), the entire design loop involves a generator based on generative 
adversarial networks (GANs), a forward simulator, and an ES-based optimizer. First, random structures are generated and denoted as 
binary images, the GANs try to generate fake images based on latent vectors that look like the real images from the dataset. This 
function of the GANs is similar to the variational auto-encoder (VAE) [95–97]. Both of them attempt to build a generator that can 
generate the structures based on a random variable. In parallel, a forward simulator is also trained to predict the spectra of the 
structure. Then, the optical response of the multi-layer supercell is calculated by the matrix-chain multiplication of the wave matrix. 
Finally, the ES optimizer connects both networks in an end-to-end manner and optimizes the latent space for generating the structure at 
each layer. As a proof of effectiveness, a polarization-multiplexed dual-functional beam generator, a second-order differentiator for 
optical computing, as well as a space-polarization-wavelength multiplexed hologram have been designed and verified with numerical 
simulation. 

The GANs are frequently used a generative model. The work by An et al. proposes the use of the GAN to design a multifunctional all- 
dielectric metasurface [98]. In order to solve the one-to-many mapping problem. The training process comprises the improvement of 
both generator and discriminator; the generator will produce high-quality designs that are quite close to the real meta-atoms, while the 
discriminator is very sensitive to the distinction between fake designs and real designs. The generator can then be employed for the 
inverse design of new meta-atoms under the predefined condition of target EM response after training. The conditional GAN and the 
Wasserstein generative adversarial networks (WGAN) are specifically combined by the authors [99,100]. As another popular GAN 
alternative, WGAN incorporates the earth-mover distance as a loss evaluation approach, stabilizing the training procedure and 
enabling the network to solve complex metasurface design problems. Additionally, the proposed method processes several inputs 
simultaneously, hence the complexity is unaffected by the size of the inputs. This trait further establishes the GAN-based method as the 
ideal strategy for dealing with complicated and multifunctional inverse design issues. In order to demonstrate the adaptability and 
scalability of the suggested technology, the authors have constructed and verified a number of multifunctional metasurfaces based on 
this highly efficient network, including a bifocal lens, a polarization-multiplexed beam deflector, and two multipurpose metalenses. 
The usefulness, power, and simplicity of this strategy have been confirmed by the ability of the proposed network to perfectly meet the 
multifunctional design goals as well as by the performances of the assembled metasurface devices. 

It is always favorable to integrate multiple functions in a single metasurface. Due to the interdependence between channels (e.g., 
different wavelengths or polarizations), it is very challenging to achieve fully independent information channels. Aiming to further 
push the multiplexing capability in metasurface design, Ma et al. proposed an end-to-end inverse design technique based on DNNs 
[101]. The design framework of this work is illustrated in Fig. 3(e). It consists of one retrieving model based on a VAE that can generate 
individual meta-atom designs, and a predicting model that evaluates the response of the meta-atoms. The authors first perform sta
tistical analysis based on the training dataset, and select the information channels that have minimized crosstalk according to the 
mutual information analysis. Then, for a given task (e.g., metalens or meta-hologram design), the required phase response of individual 
meta-atoms are calculated. The trained retrieving model can retrieve meta-atoms that fit the requirements and build a meta-atom pool. 
Next, the predictive model is utilized as a rapid evaluation tool to obtain responses from the meta-atom candidates, enabling the 
assessment of the current design’s performance. Finally, the designs can be further optimized depending on the discrepancy between 
the target and the current performance. It is worth noting that this method can be integrated with gradient-based methods including 
diffraction integral or non-gradient-based methods like Gerchberg-Saxton algorithm, providing significant generality in different 
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design scenarios. The authors have successfully demonstrated a single metasurface with up to 8 information channels (4 wavelengths 
and 2 polarizations), and each channel can function as a meta-hologram with user-defined images. The authors verified their meta
surface designs via experimentation and the results agreed very well with the design target. 

As shown in the previous papers, the most time-consuming part in a deep-learning-based inverse design is the data generation. 
Usually, the required data number is from 103 to 105 depending on the complexity of the tasks. Therefore, we need to find ways to 
reduce the time cost in generating the training data by all means. Using mathematic calculations instead of full-wave numerical 
simulations to solve the response of optical systems is one solution, but it is not straightforward for two reasons: First, this approach can 
only be applied to simple optical systems, like transmittance of multilayers and scattering cross-section of spherical particles [102, 

Fig. 4. (a) Training pipeline of the neural nano-optics model. Reproduced with permission from Ref. [105], copyright 2021 Nature Publishing 
Group. (b) Top left: Illustration of the multilayer perceptron ANNs used for reconstruction of 3D vectorial field. Bottom left and Right: Experimental 
approach and characterizations of 3D vectorial holography. Reproduced with permission from Ref. [106], copyright 2020 American Association for 
the Advancement of Science. (c) Left: Schematic of the transmission-type metasurface cloak. Right: Both the near-field and far-field properties of the 
cloak design are considered for designing the cloak, and the one-to-many mapping issue occurs in the inverse design process. Reproduced with 
permission from Ref. [107], copyright 2021 Optical Society of America. (d) Left: Schematic of a 3D holographic lithography with proximity-field 
nanopatterning. Right: Relative efficiencies of the diffraction orders over the optimizations. Reproduced with permission from Ref. [108], copyright 
2022 American Association for the Advancement of Science. 
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103]. Second, if we can easily calculate the response of the system of interest with acceptable accuracy, there is no need to train an 
additional neural network for response prediction. Therefore, it is more realistic and significant to reduce the required number of data 
instead of reducing the simulation time in complicated design tasks. Under this circumstance, transfer learning serves as a very helpful 
method, as discussed in the work of Zhu and co-workers in 2021 [104]. The authors aimed to transfer the network and its weight from a 
well-trained image-based forward model (Inception V3, the third generation of GoogLeNet) to the metasurface platform. The original 
network can work very well for image classification that distinguishes different objects like fish and birds. As illustrated in Fig. 3(f), the 
network is based on a CNN, which extracts the features of the input images and performs classification based on the features. The 
process is also similar to the prediction of the phase response of a meta-atom (denoted as a 16 × 16 binary image). In the transfer 
process, the weight and bias in the convolutional layers and pooling layers are frozen, and only the parameters in the fully connected 
neural networks (FCNNs) are updated during the training process using the meta-atom data. To convert the regression problem to a 
classification problem, the phase response is discretized to 360 classes, each with 1◦ separation. In the end, the transferred network 
can show around 90% accuracy after training with a small number (20000) of data. Based on the forward model, all meta-atoms with 
phases from 1◦ to 360◦ can be generated. Using the generated meta-atom library, the authors have built different meta-devices, 
including the focusing metasurface and abnormal beam reflector at the working frequency of 10 GHz. The experimental results 
show excellent agreement with the expectation. 

2.3. Design for high-quality imaging systems, invisibility cloaks and others 

Although metasurface optics provides a route to miniaturized imagers, current techniques have produced images with quality 
significantly inferior to bulky refractive alternatives, which are fundamentally constrained by aberrations at large apertures and low f- 
numbers. A neural nano-optics imager was discussed in the paper by Tseng et al. to close this performance gap. The authors proposed a 
fully differentiable learning framework to learn the physical structure of a metasurface together with a neural feature-based image 
reconstruction technique [105]. Contrary to the design of a metalens, where the phase is computed directly and the meta-atoms are 
chosen to fit a preset phase, the polynomial coefficients that determine the phase of a metasurface serve as the parameters to be 
optimized in this work. To be specific, the phase function is expressed as φ(r) =

∑n
i=0ai

( r
R
)2i, where [a0,…, an] are the optimizable 

coefficients, and r and R are the distance from one point on the metasurface with respect to the optical axis and the phase mask radius, 
respectively. A neural network-based deconvolution method is used to evaluate the sensor image and reconstruct the image of the 
scene instead of simply showing it directly on the sensor. In addition to the phase of the metasurface, such a deconvolution network is 
also trainable and incorporates real-world noise into the sensor image. As depicted in Fig. 4(a), in the training phase, the scenes first 
interact with the metasurface, which is calculated by convolving the image of the scene with the point spread function of the meta
surface. The outcomes match the sensor image, after adding the experimentally calibrated Gaussian and Poisson noise. The decon
volution network is then used to reconstruct the scenes using the sensor image and point spread function as the inputs. To 
simultaneously optimize the phase coefficients of the metasurface and the deconvolution network, the loss between the real-world and 
the reconstructed scenes is determined and backpropagated. In experiments, the authors have validated high-quality, full-color picture 
reconstructions employing such neural nano-optics. This work would inspire other meta-optic systems with high image quality, large 
aperture size, low f-number, wide fractional bandwidth, wide field of view, and polarization insensitivity. 

According to a recent study by Ren et al., holographic images can be manipulated using artificial neural networks (ANNs) to 
provide a three-dimensional (3D) vectorial field with a wide viewing angle [106]. They used multilayer perceptron ANNs consisting of 
an input layer that can take input from any 3D vectorial fields, four hidden layers with one thousand neurons located in each layer, and 
an output layer that can create two-dimensional (2D) vector fields. First, the authors showed how arbitrary 3D vectorial field can be 
generated from the anticipated 2D vector field of a well-trained model. Subsequently, a 2D Dirac comb function was applied to sample 
the desired image. The required image was then used to generate a digital hologram, which was combined with a 2D vector field. This 
process is shown in the right panel of Fig. 4(b). Any required 2D vector beam can be produced using a split-screen spatial light 
modulator to individually adjust the amplitude and phase of orthogonal CP light. The experimentally measured holographic image can 
display four distinct 3D vectorial fields in various places, as shown in the left panel of Fig. 4(b). A high diffraction efficiency of 78% and 
an ultrawide viewing angle of 94◦ were experimentally achieved by the authors. The 3D vectorial holography opens a new door to 
holographic displays, multidimensional data storage, machine learning microscopy, as well as intelligent imaging systems. 

Becoming invisible has long been a dream, as evidenced by numerous tales and works of science fiction. The development of optical 
metamaterials and metasurfaces has made it happen. The key is to alter the material properties in space so that light beams do not 
suffer from any scattering in the presence of an object. In the research by Z. Zhen et al. [107], a tandem neural network was proposed to 
generate a transmission-type metasurface cloak. Such transmitted metasurface cloak, which may conceal an object like a cat inside, 
was composed of two planar metasurfaces, labeled as layer 1 and layer 2, as shown in Fig. 4(c). Eight subwavelength metasurface 
elements were used to construct the metasurfaces, and each element could offer a locally transmitted spectrum shift. Two perfect 
electric conductor blocks were put together to make a closed rectangle to stop electromagnetic waves from dispersing in other di
rections. In this work, the authors quantified the cloaking performance by considering both the near-field distribution and the far-field 
radar cross-section. After passing through the two-layer metasurfaces, the incident wave should exhibit negligible forward and 
backward scattering, effectively rendering the rectangular box transparent. The goal is to generate an ideal metasurface arrangement S 
such that the near-field and far-field patterns F are identical to what they would be if there were no objects inside the hidden region. 
However, due to the prevalence of the one-to-many mapping problem, training a map straight from F→S may be problematic since very 
different metasurface designs, such as SA and SB, may have almost identical field distributions, but a FCNN is always deterministic 
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(one-to-one mapping). A tandem network, which compares the target field and the field generated from the retrieved metasurface 
design instead of directly comparing the retrieved metasurface designs and the ground-truth design in the dataset, can be employed to 
address this nonunique issue. A forward neural network must be pretrained to predict the near-field and far-field pattern from the 
metasurface design in order to construct the tandem network. The forward model exhibits 89% and 85.7% test accuracy for near-field 
and far-field pattern prediction after being trained with 200 epochs, respectively, enabling to evaluate new metasurface designs. After 
that, an inverse model is developed and coupled to the forward model for training. For the retrieved designs, the tandem network 
builds the loss between the target field and the predicted field, and it only utilizes backpropagation to update the parameters in the 
inverse model. After training, the inverse model can achieve test accuracy for target near-field and far-field patterns of 92.4% and 
93.2%, respectively. The authors have further constructed the cloak using the inverse model by providing a zero scattering input. As a 
result, the wavefront is not strongly perturbed after passing through the cloaking device, which is very different from the situation 
when the cloak is absent. 

Using interference photolithography to fabricate 3D structures is usually very challenging, since multiple beams need to be 
manipulated to form a desired interference pattern. An alternate way is to use proximity-field nanopatterning, which can generate 
multiple beams from a single coherent beam, as illustrated in the left panel of Fig. 4(d). A phase mask is essential in this process. 
Aiming to efficiently design phase masks for specific 3D nanostructures, Nam et al. proposed an inverse design platform using the 
adjoint method [108]. The 3D structure is highly related to the efficiencies of each diffraction order when light passes through the 
phase mask. Therefore, using the efficiencies at each diffraction order as an objective function, the phase mask can be gradually 
optimized as shown in the right panel of Fig. 4(d). The new inverse design method enables the fabrication of a 2D rectangular array of 
nanochannels, which is not a trivial task with conventional proximity-field nanopatterning. Furthermore, a recent study conducted by 
Chihun et al. reported the use of PSO to optimize a phase mask, which significantly enhanced the quality of the phase mask with an 
improved figure of merit for maximizing the electric field intensity contrast [109]. 

3. Nanophotonic spectrometers and polarimeters 

Spectrometers [26,110–112] and polarimeters [40,113–115] at the micro and nano-scale have emerged as crucial components for 
nanophotonics [116,117], sensors [118,119] and information areas [120,121]. The research can be divided into two parts: the optimal 
design of optical devices, and signal reconstructions with high precision. Traditionally, efforts in these two parts have primarily 
focused on forward design and some classical iteration optimization methods, which are incapable of exploring the entire design space, 
resulting in large volume size and slow signal processing speed. In this section, we will review recent papers that demonstrate how 
machine learning methods can overcome these drawbacks and improve the performance of nanophotonic spectrometers and 
polarimeters. 

3.1. Nanophotonic spectrometers designed by machine learning 

People have explored a variety of platforms, such as disordered photonic chips [122], quantum dots [123,124], silicon photonic 
crystals [125,126], black phosphorus [127], pearl [128], and even single semiconductor nanowires [129], to implement nanophotonic 
spectrometers. The typical configuration and workflow of nanophotonic spectrometers are shown in Fig. 5 [125]. First, we need 
specially designed filters, such as PC slabs with varied geometries, to encode the input spectra by employing distinct filter functions 
that can provide diverse resonant features (Fig. 5(a)). The input spectra are then recovered using reconstruction algorithms from the 
raw data acquired by the detectors, often with a smaller number of detectors than the needed frequency points (Fig. 5(b)). In this case, 

Fig. 5. (a) Schematic of a nanophotonic spectrometer, which consists of an array of PC slabs with distinct geometries to produce different trans
mission spectra. (b) Recovery setup and process of broadband spectra. Reproduced with permission from Ref. [125], copyright 2019 Nature 
Publishing Group. 
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the spectrum reconstruction process is typically an underdetermined problem that is ill-posed with associated measurement noise. As a 
result, regularization techniques and constrained optimization methods, such as Tikhonov regularization [130] and sparse recovery 
algorithm [131–133], are required to overcome these limitations and solve the inverse problem properly for nanophotonic spec
trometers. However, successful application for spectrum reconstruction requires careful algorithm operation selection as well as a 
priori calibration of filter response functions, making the working process iterative and time-consuming [110,112]. 

Machine learning algorithms [19,22,134,135], as one subset of artificial intelligence, can improve the structure design and 
spectrum reconstruction process for computational spectrometers [110,111,136]. Since machine learning relies on data-driven pro
cesses, reconstructing the spectra is possible without prior knowledge of the filter response functions. They have the ability to directly 
trace the link between spectra and measured signals with high precision, thanks to the large number of hyper parameters in the neural 
network that can be optimized during the training process. As shown in Fig. 6(a), Zhang et al. utilized machine learning to reconstruct 
optical spectra through training a multilayer perceptron. The DNN is a common architecture that consists of an input layer (the raw 
measurement), several hidden layers, and an output layer (the true spectrum). To realize a better reconstruction performance, Bao et 
al. trained a DNN to learn a map from the derived features to the true spectrum by extracting spectral characteristics from the raw 
measurements [137], as shown in Fig. 6(b). According to experimental results, the DNN exhibits superior performance with an average 
reconstruction error reduction of over 80% in comparison with regularized non-negative least squares, demonstrating its ability to 
efficiently handle noise in real measurements and reconstruct spectra with higher accuracy and robustness. Another example can be 
seen in Fig. 6(c), where the lens-free diffraction images are utilized to rebuild the unknown input spectra in a feed-forward manner 
[138]. With a peak localization error of 0.19 nm, the deep-learning-based spectrometer can identify 96.86% of the spectral peaks after 
the training phase. In comparison to a linear regression model trained on the same data set, the trained neural network can reduce the 
average MSE from 3.85 × 10− 4 to 7.77 × 10− 5. In addition to these notable improvements, the data-driven DNN method can also 
suppress background spectral noise and incorrect peaks. As a result, it has the potential as a useful software-defined calibration tool for 
data-driven nanophotonic spectrometers. 

Another substantial benefit of DNN is that various architectures can be explored to modulate the specific incident spectrum more 
efficiently and accurately. As discussed above, encoding filters in nanophotonic spectrometers are usually built on a conventional 
design to realize a low correlation coefficient. The inverse-design capability of deep learning tools can realize better intelligent filters. 
Fig. 7(a) depicts a novel DNN-designed nanophotonic filters in nanophotonic spectrometers [139]. The innovative algorithm allows 
metasurfaces to form an encoding network. By adding a decoder after it, the whole network can capture and reconstruct the input 
spectrum. The comparison shows that the co-designed DNN framework outperforms the decomposed sequential-design method in 
terms of effective spectral responsivity for each random spectral filter. Spectral cameras that use such design have higher recon
struction accuracy with up to 30 times enhancement and are more immune to fabrication errors. 

As previously mentioned, metasurfaces are able to manipulate the phase, amplitude, polarization, and spectrum of light, making 
them an ideal candidate for encoding filters. However, conventionally designed meta-atoms of metasurfaces use regular shapes, 
limiting the performance improvement. As shown in Fig. 7(b), Yang et al. reported the use of freeform metasurfaces for ultra-spectral 
imaging, where the freeform patterns were generated with specific feature sizes and boundary curvatures [140]. The freeform patterns 
enrich spectral response of metasurface with complicated Bloch modes, enhancing spectrum reconstruction precision for various 
spectra. The snapshot on-chip ultra-spectral imaging is demonstrated experimentally, where spectral resolution is as small as 0.5 nm 
and the mean fidelity of spectral reconstruction reaches 98.78%. The method for generating freeform patterns has advantages for 
forward and inverse designs in the field of intelligent perception. 

3.2. Nanophotonic polarimeters empowered by machine learning 

Polarization is another property of light that can carry information [141,142]. Imaging polarimetry refers to the technique of 
capturing and analyzing the polarization state of light across a wide scene [111,114,115,143–149]. Among different designs for 

Fig. 6. (a) Architecture of the normal neural network. (b) Architecture of the solver-informed neural network which first extracts spectral features 
from the raw measurements. Reproduced with permission from Ref. [137], copyright 2021 Optical Society of America; (c) Workflow of spectral 
reconstructions using diffraction images. Reproduced with permission from Ref. [138], copyright 2021 American Chemical Society. 
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imaging polarimetry, division of focal plane polarization cameras (DoFP-PCs) are more compact and less complicated [40,150–155]. 
Fig. 8(a) shows a typical DoFP-PCs based on dielectric metasurfaces with polarization and phase control. Instead of polarization 
filtering, the proposed meta-device divides and focuses light into three distinct polarization bases, enabling full Stokes characterization 
and overcoming the 50% theoretical efficiency limit in olarization-filter-based DoFP-PCs [40]. Fig. 8(b) shows another typical 
example, where metasurface gratings can realize arbitrary, parallel polarization analysis [141]. The metasurface polarization camera, 
which operates without any moving components, has the potential to enable widespread adoption of polarization imaging in machine 
vision applications. 

As the demand for increased precision and faster speeds rises, there is growing interest in applying deep learning to nanophotonic 
polarimeters [156–161]. For instance, Yang et al. achieved colorimetric polarization detection with all-dielectric metasurfaces using a 
ResNets-based polarization detection network [160]. The concept is illustrated in Fig. 9(a). The precision of the incident polarization 
variation was correctly identified by the polarization detection network to assess the color patterns of an arrayed color palette. The 
measured accuracy reaches 99.5% within a 1.4◦ error. The device can detect extremely subtle color variations, allowing for colori
metric polarization-angle detection with high precision. The polarization angle can be obtained in about 1 s after the network has been 
trained, which is faster than traditional polarimeter design. 

Aside from the colorimetric design, holographic microscopy technology can also be used to detect polarization. Liu et al. 
demonstrated a deep-learning-based holographic polarization microscope capable of extracting birefringence retardance and spec
imen orientation information from a phase-recovered hologram [161]. As shown in Fig. 9(b), a trained DNN can extract birefringence 

Fig. 7. (a) Schematic of the spectral encoder and decoder design framework. The encoding filters function as an encoder, whose connection weights 
are constrained by the structure parameters. Reproduced with permission from Ref. [139], copyright 2021 WILEY-VCH Verlag GmbH & Co. KGaA, 
Weinheim. (b) Ultra-spectral imager consisting of freeform meta-atoms with distinctive transmission spectra. Reproduced with permission from 
Ref. [140], copyright 2022 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. 
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information from holographic amplitude and phase distributions as well as sample-specific morphological features. This approach is 
useful because it can reconstruct the specimen’s quantitative birefringent retardance and orientation information with high accuracy, 
and only requires the measurement of a single polarization state, which can be produced using a simple optical setup. 

The preceding discussion of the polarimeter only focuses on nanostructures in regular shapes, which may limit its performance 
improvement. Liu et al. instead resorted to freeform complex structures, as shown in Fig. 10, which were designed by utilizing the full 
power of TO Ref. [159]. The authors demonstrated noise sensitivity and compactness significantly superior to either an optics-only or a 
computation-only approach by co-designing the end-to-end architecture. This method involves ≳104 degrees of freedom in a single 
large-scale optimization. The resulting structures have the ability to scatter light in distinct ways than either a typical lens or a random 
microstructure, and they greatly reduce the inverse-scattering computation’s susceptibility to noise by orders of magnitude. 

4. Silicon photonics and integrated photonics 

Integrated photonics aims to miniaturize optical components and fabricate them in a single microchip in the same way as integrated 
electronic circuits. Compared with discrete optical components, integrated optics offers the advantages of greatly reduced footprint, 
more robust optical alignment and lower loss. Among all the integrated photonic platforms, silicon is usually considered as the most 
promising material due to its low loss in the near infrared region, high refractive index, and potential for achieving high integration 
density. More importantly, silicon photonics is compatible with modern complementary metal–oxide–semiconductor (CMOS) fabri
cation process, which makes it easy to scale up with the aid of mature integrated circuit (IC) fabrication techniques [162]. With 
decades of development of IC industry, the design of IC has now been deeply bonded with electronic design automation tools, where 
electronic components and modules are automatically designed, arranged and interconnected with algorithmic interfaces to signifi
cantly facilitate very large-scale IC design. Similarly, for integrated photonics and silicon photonics design, various automatic design 
algorithms have been investigated to produce devices with ultra-compact footprint or supreme performance. 

4.1. Miniaturization of conventional silicon photonic devices 

One seminal work on the inverse design of silicon photonic devices is applying adjoint-method-based TO in a wavelength 
demultiplexer by the researchers from Stanford University in 2015 [41]. Adjoint method calculates the derivatives of the target 
function with respect to shape parameters at all points in space, but requires only two simulations, namely a forward simulation to 
calculate current value of target function and an adjoint simulation with source defined by the derivatives of the target function [45]. 

Fig. 8. (a) Schematic of a conventional setup used for polarimetry and 3D illustration of a superpixel that focuses light with different polarizations 
to different spots. Reproduced with permission from Ref. [40], copyright 2018 American Chemical Society. (b) Left: A 2D metasurface designed to 
analyze four different polarization states. Right: Example imagery from the camera. Reproduced with permission from Ref. [141], copyright 2019 
American Association for the Advancement of Science. 
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As shown in Fig. 11, the device comprises one input waveguide, two output waveguides and a 2.8 × 2.8 μm2 design region. The design 
region is initialized uniformly or randomly with continuous permittivity. In the first linear parameterization stage, the structure is 
optimized while allowing the permittivity to vary continuously. In the next step, the design region is converted to boundary 
parameterization and the device is optimized for operation at only two discrete center wavelengths of 1300 nm and 1550 nm. In the 
final step, broadband optimization is performed to generate a robust device by specifying the device performance at ten different 
wavelengths, with five frequencies equally spaced about each center frequencies. In the design process, the authors developed a set of 
frequency domain solvers for the objective first optimization, where the electric fields were constrained to satisfy the design 
requirement while the Maxwell’s equations were allowed to be violated in the intermediate steps. As the optimization finally con
verges, the violation of physical equations was eliminated and the device was completely binary with two different materials. 

Another contemporary work resorts to a completely different approach to design such ultra-compact integrated photonic devices, 
namely direct binary search algorithm [46]. As shown in Fig. 12, the device is composed of 20 × 20 square pixels with sides of 120 nm, 
giving an overall device footprint of only 2.4 × 2.4 μm2. The binary state of each pixel stands for two different materials. After the 
design region is initialized, a randomly chosen pixel is first perturbed so as to switch its state in each optimization step, then the figure 
of merit (FOM) is calculated. The pixel state is retained if the FOM is improved, otherwise it is reversed and the algorithm proceeds to 
the next pixel. Such inspection is performed for all pixels in a single iteration, which continues until the FOM does not improve further. 
Clearly, this direct binary search approach does not rely on gradient information to guide the optimization process, but follows a 
stochastic search routine to find optimal solution in a global scope. However, the drawback is also obvious. Since each evaluation of the 
FOM requires a full wave simulation, the overall optimization is computationally intensive, which limits the number of optimizable 

Fig. 9. (a) Schematic of colorimetric polarization-angle detection. A polarization detection network is used to detect incident polarization by 
altering the arrayed color palette of metasurfaces. Reproduced with permission from Ref. [160], copyright 2022 Optical Society of America. (b) 
Deep-learning-based holographic polarization microscope. Reproduced with permission from Ref. [161], copyright 2020 American Chemi
cal Society. 
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parameters to 20 × 20 binary numbers in contrast to the physically continuous optimizable parameters restricted by simulation mesh 
in the adjoint method. 

Following these two pioneering works, automatic inverse design algorithms have been vastly applied in integrated photonic de
vices, such as the grating coupler [163–167], polarization splitter [168], wavelength demultiplexer [169–171], polarization rotator 

Fig. 10. (a) Topology-optimized nanophotonic probe for extracting the spatial, spectral and polarization information with freeform structures. (b) 
Mean square error (MSE, blue line) and inverse condition number κ− 1 (redline) of the PSF kernel. (c) Two dipoles with two different polarization 
states and emission wavelengths of λ (blue) and 1.1 λ (red) are reconstructed under different noise levels. Reproduced with permission from 
Ref. [159], copyright 2021 Nanophotonics. 

Fig. 11. (a) Design process of a wavelength demultiplexer using adjoint method. (b) Scanning electron micrograph of the fabricated device. (c) 
Measured transmission spectra of the device. Reproduced with permission from Ref. [41], copyright 2015 Nature Publishing Group. 
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Fig. 12. (a) Structure and parameterization of a polarization splitter using direct binary search algorithm. (b) Simulated field distribution of the 
polarization splitter. (c) Simulated and measured transmission spectra for TE and TM polarization. (d) Scanning electron micrograph of the 
fabricated device. Reproduced with permission from Ref. [46], copyright 2015 Nature Publishing Group. 

Fig. 13. Design of integrated photonic devices using intelligent algorithms. (a) Micro-resonator. Reproduced with permission from Ref. [181], 
copyright 2022 American Chemical Society. (b) Beam steering device. Reproduced with permission from Ref. [182], copyright 2021 American 
Chemical Society. (c) Spin Hall element. Reproduced with permission from Ref. [187], copyright 2020 Optical Society of America. (d) Polarization 
router. Reproduced with permission from Ref. [168], copyright 2020 Wiley-VCH. (e) Three-channel wavelength demultiplexer. Reproduced with 
permission from Ref. [171], copyright 2018 American Chemical Society. (f) Mode exchange device. Reproduced with permission from Ref. [178], 
copyright 2018 American Chemical Society. 
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[172,173], polarization splitter-rotator [174], mode sorter [175], mode converter [176–179], multimode cavity coupler [180], 
micro-resonator [181], optical beam steerer [182], multimode waveguide bend [183], and so on. Compared with their conventional 
counterparts, these inversely designed integrated photonic devices usually have much smaller footprint and comparable performance. 

Fig. 14. (a) Design flowchart of a silicon-on-insulator Y-junction splitter for telecom applications using a hybrid model combining adjoint opti
mization and explainable machine learning. Reproduced with permission from Ref. [191], copyright 2022 American Chemical Society. (b) 
Deep-learning-aided design of universal integrated photonic devices for complex transmission matrices calculation. Reproduced with permission 
from Ref. [192], copyright 2021 American Chemical Society. 
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Moreover, by adjusting the optimization target function, optical logic devices [184], Smith-Purcell radiation devices [185,186], 
photonic spin Hall element [187], twisted light emitter [188], nonlinear nanophotonic devices [189] and other versatile integrated 
photonic devices can be constructed. As shown in Fig. 13, the software-defined scheme with flexible inverse design algorithms allows 
an objective-driven design process to realize extreme functionalities or device configurations on integrated photonic platforms that can 
be hardly designed by manual labor. Some design algorithms have been integrated and wrapped-up as user-friendly software for less 
experienced designers to design photonic devices and systems according to their demands [190]. 

Fig. 15. (a) Workflow of photonics inverse design for commercial silicon photonics foundries. Reproduced with permission from Ref. [193], 
copyright 2020 American Chemical Society. (b) Design and fabrication results of a wavelength demultiplexer using a minimum feature size 
constraint of 80, 120 and 160 nm, respectively. Reproduced with permission from Ref. [194], copyright 2019 Nature Publishing Group. (c) A 
hierarchical shape optimization approach to design a 3 dB coupler. Reproduced with permission from Ref. [195], copyright 2019 IEEE. 
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4.2. Algorithm-enabled design for versatile functionalities and mass production 

Apart from conventional adjoint-method and heuristic algorithms, deep learning and other data-driven models also find their 
applications in integrated photonic design. The data-driven models, benefitting from large amount of pre-collected training data, can 
provide very fast evaluation of the design and are often utilized in conjunction with other optimization algorithms. To reveal the 
relationships between device performance and nanoscale structuring, C. Yeung et al. proposed an inverse design framework by 
combining adjoint optimization method and machine learning [191]. As shown in Fig. 14(a), they used Shapley Additive explanations 
(SHAP) on the model to extract the structure− performance relationships as feature heatmaps, making a clear visualization of the 
structure-dependent device performance and thus helping to overcome local minima. 

Another advantage of data-driven models is that the models, once trained, are easily generalized to other similar design tasks with 
little additional workload. Therefore, a deep learning inverse network has been proposed by N. J. Dinsdale and co-workers to design 
arbitrary transmission matrices using patterns of weakly scattering perturbations [192]. As shown in Fig. 14 (b), with the design region 
discretized into binary bins, the researchers train a forward predicting network and an inverse generating network that map bidi
rectionally between input signals and output signals. The deep learning model allows control over both the intensity and the phase in a 
multiport device with the footprint reduced by four orders of magnitude compared to conventional technologies, which can achieve 
arbitrary transmission matrices design. 

In order to accommodate mass manufacture techniques in a standard foundry environment for large-scale integrated photonic 
systems, fabrication constraint must be carefully considered in the design process. Researchers have successfully demonstrated the 
inverse design in a commercial silicon photonics process as shown in Fig. 15(a) [193]. Fabrication constraints were applied in the 
discrete optimizations. The designs were fabricated as part of the AIM Photonics 300 mm wafer multi-project wafer (MPW) foundry via 
water-immersion deep UV photolithography. All devices were fabricated using a single fully etched layer of 220 nm thick silicon, 
surrounded by silicon dioxide cladding on all sides. These devices have footprints of only several micrometers across, and exhibit 
comparable performance and reproducibility to prior inversely designed devices fabricated by electron beam lithography. 

To introduce fabrication constraint in the automatic design process, a level-set representation of the design region in the discrete 
optimization phase is often required. A level-set function is a continuous function that defines material where the function is positive, 
and defines etching where the function is negative, thereby setting the boundary to be the zero-crossing. Level-set representation is 
very convenient to model complex topology and the evolution of topology like merging and splitting during the optimization process. 
A common approach to set fabrication constraint is introducing minimum feature size to avoid very small lines or gaps, and minimum 
curvature radius to avoid very sharp corners. These constraints can be converted analytically to requirements of the level-set function 
[194,196]. By incorporating the analytical penalty function that limits both the gap size and boundary curvature of a device, the 
devices are optimized in a fully automated optical design flow using a quasi-Newton optimization method. As shown in Fig. 15(b), the 

Fig. 16. (a) Inversely designed on-chip non-reciprocal pulse router for optical ranging applications. Reproduced with permission from Ref. [197], 
copyright 2020 Nature Publishing Group. (b) Inversely designed on-chip integrated laser-driven particle accelerator. Reproduced with permission 
from Ref. [198], copyright 2020 American Association for the Advancement of Science. 
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performance of such fabrication-constrained design method is evaluated by designing a series of waveguide demultiplexers with the 
feature size of 80, 120 and 160 nm, respectively. 

Besides level-set representation of highly complex topological structures, another approach is the so-called shape optimization 
where only the outer boundaries of the device are optimized. This approach requires an empirical structure as the initial design. Fig. 15 
(c) demonstrates a design flow using a hierarchical shape optimization algorithm [195]. This approach uses an explicit parameteri
zation of the boundary curves and employs carefully chosen geometrical constraints, aiming to consistently produce robust, 
high-performance devices that can satisfy practical fabrication constraints of deep UV lithography. The optimized 3 dB coupler 
achieves better than 0.04 dB excess loss over the O-band. The authors also demonstrated the optimization of a four port 3-dB coupler 
and a fabrication-tolerant waveguide crossing. These automatic optimization approaches pave the way for high efficiency silicon 
photonic component libraries. 

With the aid of algorithm-driven design, people can realize many versatile integrated photonic systems that can are difficult to 
implement by traditional methods. For example, an inversely designed nonlinear resonator can be used to achieve all-passive, low-loss, 
and bias-free non-reciprocal transmission, which relies on a combination of geometrical asymmetry and electromagnetic nonlinearity 
as shown in Fig. 16(a) [197]. The χ(3) nonlinearity inside an asymmetric two-port resonator will lead to a different cavity frequency 
shift for the same input power. Therefore, using a demand-driven design of an asymmetric Fano resonator with complex topological 
shape, the authors successfully demonstrated an on-chip frequency comb-based optical ranging microsystem. Benefiting from powerful 
inverse design algorithms, the miniaturization of a dielectric laser accelerators was demonstrated [198]. As illustrated in Fig. 16(b), 
unlike conventional implementations relying on free-space lasers directly incident on the accelerating structures that limits the 
scalability and integrability, researchers present an experimental demonstration of a waveguide-integrated dielectric laser accelerators 
enabled by photonic inverse-design. In the optimization process, the target function is set to the acceleration gradient, which is defined 

Fig. 17. (a) General architecture of artificial neural network. (b) Schematic of an all-optical neural network. (c) An optical micrograph of the chip 
used in the experiment that successfully demonstrated both matrix multiplication (red) and attenuation (blue). Reproduced with permission from 
Ref. [205], copyright 2017 American Association for the Advancement of Science. 
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by the integration of electric field along the acceleration path. A maximum energy gain of 0.915 kilo–electron volts over 30 μm is 
inferred based on the comparison between measured electron energy spectra and particle-tracking simulations, It corresponds to an 
acceleration gradient of 30.5 mega–electron volts per meter. The software-defined design scheme offers powerful tools to realize 
highly integrated on-chip systems for a variety of applications. 

5. Optical neural networks and optical computing 

ANNs are computational network models inspired by brain signal processing [8,22,199–204]. Many machine learning and deep 
learning tasks, including image recognition and high-speed sensing, have substantially benefited from these models. However, since a 
large portion of modern computing gear is made for von Neumann computing architectures, it is ineffective for using neural networks 
[205,206]. Significant efforts have been devoted to developing architectures that can be used to implement ANNs with increased 
computational speed and accuracy. One of the most promising candidates is the optical neural network (ONN) [207–211], which 
originates from the real number matrix operation to the complex number logical computing, and even results in the neural network in 
AI chips, reaching a more efficient computing speed and lower energy consumption. Based on the working conditions, we divide this 
section into two parts: integrated optical computing chips and diffractive neural networks. 

5.1. Integrated optical computing chips 

As one important work of integrated optical computing chips [212–217], in 2017, Shen et al. proposed a new architecture for a fully 
ONN as shown in Fig. 17(a), which could offer an enhancement in computational speed and power efficiency over electronic 

Fig. 18. (a) Schematic of a fully integrated photonic architecture for convolutional operations. Reproduced with permission from Ref. [219], 
copyright 2019 Nature Publishing Group. (b) Illustration of complex-valued coherent optical neural network. Reproduced with permission from 
Ref. [220], copyright 2019 Nature Publishing Group. (c) Schematic of the optical integrated diffractive neural networks. Reproduced with 
permission from Ref. [43], copyright 2019 Nature Publishing Group. (d) Schematic and optical image of the all-optical spiking neuronal circuits, 
consisting of several pre-synaptic input neurons and one post-synaptic output neuron connected via PCM synapses. Reproduced with permission 
from Ref. [221], copyright 2019 Nature Publishing Group. 
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computing chips for conventional inference tasks [205]. The authors demonstrated the concept experimentally using a programmable 
nanophotonic processor with a cascaded array of 56 programmable Mach-Zehnder interferometers (MZIs) (Fig. 17(b)), and applied it 
for vowel recognition. The measured correctness of 138/180 cases (76.7%) is compared to the computed correctness of 165/180 
(91.7%) using a conventional 64-bit digital computer (Fig. 17(c)). More importantly, an optical computing system operating at 100 
GHz has the potential to be over two orders of magnitude faster than electronic neural networks, which are limited to a clock rate in the 
GHz range. Forward propagation computing is conducted optically on a passive system after all parameters on the nanophotonic 
processor have been trained and programmed. In this architecture, the average power needed to maintain the phase modulator settings 
is just about 10 mW per modulator. 

The emergence of ultra-high-speed mobile networks (5G and even 6G) has led to an exponential increase in the volume of data 
being generated globally [26,218]. As a result, highly parallelized, fast, and scalable hardware becomes crucial. J. Feldmann et al. 
demonstrated a specific integrated photonic hardware accelerator capable of trillions of multiply-accumulate operations per second, as 
shown in Fig. 18(a) [219]. The tensor core is the optical equivalent of an application-specific IC. It uses phase-change-material memory 
arrays and photonic chip-based optical frequency combs to achieve parallelized photonic in-memory computing. The computation can 
operate at a bandwidth exceeding 14 GHz, paving the way for full CMOS wafer-scale integration of the photonic tensor core. 

As discussed above, optical computing offers advantages such as low power consumption, high computational speed, and inherent 
parallelism, far beyond the reach of the electronic counterpart. The neural network algorithms in these works are real-valued, which 
negates the advantages of complex-valued neural networks even if they are based on light interference. Zhang et al. proposed an optical 
neural chip (ONC), as shown in Fig. 18(b), which implements truly complex-valued neural networks [220]. The authors evaluated the 
complex-valued ONC’s performance in different scenarios, including species classification of an Iris dataset and handwriting recog
nition. In terms of learning abilities, the complex-valued ONC performed better than its real-valued equivalent, including high ac
curacy, quick convergence, and the capacity to create nonlinear decision boundaries. 

It should be pointed out that, traditional experimental implementations of ONNs require N2 units, resulting in limited scalability 
and high-power consumption. Zhu et al. demonstrated an integrated diffractive optical network (Fig. 18(c)) for implementing parallel 
application-specific optical computing using two ultracompact diffractive cells and only N MZIs [43]. The footprint and energy use 
scale linearly with the input data dimension as opposed to the quadratic scaling of the conventional ONN approach. In experiments, 
recognition on the MNIST and Fashion-MNIST datasets resulted in a 10-fold reduction in footprint and energy use, as well as accuracy 
on par with earlier MZI-based ONNs. 

Traditional computing architecture also has the drawback of physically separated memory and processing, which makes it chal
lenging to produce quick, effective, and low-energy computing. To overcome such constraints, one appealing idea is to create hardware 
that mimics neurons and synapses. J. Feldmann and co-workers reported an all-optical neurosynaptic system capable of supervised and 
unsupervised learning, as shown in Fig. 18(d) [221]. They created a scalable circuit architecture for photonic neural networks using 

Fig. 19. The Schematic of the neuron network used in the work, in which the linear weighted sum of the inputs is passed through a nonlinear 
activation function to generate the neuron output. The optical MRM that realizes the ReLU nonlinear activation function is driven by the TIA output, 
and the neuron optical output is produced by manipulating the supply light. Reproduced with permission from Ref. [222], copyright 2022 Nature 
Publishing Group. 
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wavelength division multiplexing techniques, and they successfully showed pattern recognition in the optical domain. This type of 
photonic neurosynaptic network promises direct access to the high speed and bandwidth present in optical systems, enabling the 
processing of optical communications and visual data directly. 

The lack of scalable on-chip optical nonlinearity restricts the scalability of optical deep networks despite the substantial ad
vancements in photonic computation. In Fig. 19, Ashtiani et al. reported an integrated end-to-end photonic DNN accomplishes sub- 
nanosecond picture categorization by processing optical waves directly as they pass through layers of neurons and impinge on the 
on-chip pixel array [222]. A classification time of less than 570 ps, which is comparable to one clock cycle of cutting-edge digital 
platforms, is achieved by each neuron doing linear computing optically and realizing the nonlinear activation function 
opto-electronically. The accuracy of the two-class and four-class handwritten letter classifications used by the authors is greater than 
93.8% and 89.8%, respectively. Future generations of deep learning systems will be able to use quicker and more energy-efficient 
neural networks thanks to direct, clock-free processing of optical data, which eliminates the need for analogue-to-digital conver
sion and a bulky memory module. 

5.2. Diffractive neural networks 

In addition to on-chip neural networks, optical computing can also be realized in free space [223–237]. In 2018, Ozcan’s group 
demonstrated an all-optical diffractive DNN (D2NN) architecture (Fig. 20) that can implement various computation functions based on 
the deep learning-based passive diffractive layers [224]. Each point on each metasurface layer transmits the incoming wave, acting as 
an artificial neuron that is optically diffracted to and connected with other neurons in the subsequent layers. The underlying mech
anism is based on the fact that each point on the metasurface acts as a secondary source of a wave, the amplitude and phase of which 
are defined by the product of the input wave and the complex-valued transmission coefficient at that location, in accordance with the 
Huygens-Fresnel principle. They developed 3D-printed D2NNs that perform image classification of handwritten digits and fashion 
products at terahertz frequencies. The all-optical deep learning framework can perform complex functions that computer-based neural 
networks can perform at the speed of light. This study has sparked the research and applications in all-optical image analysis using 
D2NNs. 

Although DNN is particularly appealing due to its inherent parallelism and low energy consumption, they rely heavily on linear 
optical transformations, and implementing a nonlinear activation function via diffraction is very challenging. Y. Zuo et al. demon
strated a fully functional all-optical neural network (AONN) as shown in Fig. 21(a), in which linear operations were programmed by 
spatial light modulators and Fourier lenses, and nonlinear optical activation functions were realized in laser-cooled atoms with 
electromagnetically induced transparency [238]. Because all errors from different optical neurons are independent, such an AONN is 
scalable. Furthermore, the hardware system can be reconfigured for different applications without requiring any changes to the 
physical structure. The architecture’s capability and feasibility are demonstrated in a machine-learning application that can suc
cessfully classify order and disorder phases of a statistical Ising model. 

Aside from neural networks, optical logic operations also enable a wide range of applications in optical computing such as ultrahigh 
speed data processing. However, traditional optical logic gates heavily rely on precise control of input light signals, such as phase 
difference, polarization, intensity, and incident beam size, resulting in complexity and difficulty during the miniaturization of optical 

Fig. 20. Diagram of a diffractive deep neural network with many transmissive layers, where each point on a given layer acts as a neuron and 
exhibits a complex-valued transmission coefficient. Reproduced with permission from Ref. [224], copyright 2018 American Association for the 
Advancement of Science. 
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logic gates. As illustrated in Fig. 21(b) and C. Qian et al. proposed a novel design strategy for performing optical logic operations using 
a diffractive neural network [239]. Physically, the input layer’s unique logic operation spatially encodes the incident plane wave, 
which is subsequently decoded through the hidden layers, namely a compound Huygens’ metasurface. In order to convey information 
about the states of the output circuitry, the well-designed metasurface scatters the encoded light into one of two discrete tiny patches at 
the output layer. Significantly, the same metasurface can conduct all seven fundamental types of optical logic operations after the 
diffractive neural network is trained. As a proof-of-principle demonstration, three logic operations—NOT, OR, and AND—have been 
empirically performed at microwave frequencies. 

To further enhance the speed and capacity of optical computing, X. Luo et al. demonstrated in a multiskilled diffractive neural 
network, as shown in Fig. 21(c), which can perform on-chip multi-channel sensing and multitasking in the visible region [240]. A 
multi-channel classifier framework for simultaneous recognition of digital and fashionable items is built using the polarization mul
tiplexing scheme of subwavelength nanostructures. The artificial neurons’ areal density can reach 6.25 × 106 mm− 2 multiplied by the 

Fig. 21. (a) Schematic of an optical neuron including linear and nonlinear operations. The linear operations are implemented using Fourier lenses 
and spatial light modulators. The electromagnetically induced transparency is used to realize the nonlinear optical activation functions. Reproduced 
with permission from Ref. [238], copyright 2019 Optical Society of America. (b) Illustration of optical logic operations by a diffractive neural 
network. Reproduced with permission from Ref. [239], copyright 2020 Nature Publishing Group. (c) Schematic of multiplexed metasurface-based 
diffractive neural networks integrated on an imaging sensor chip. Reproduced with permission from Ref. [240], copyright 2022 Nature Publish
ing Group. 
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number of channels. An advanced CMOS imaging sensor is integrated with the metasurface to create a chip-scale architecture that 
directly processes data at physical layers for extremely quick and energy-efficient image processing. 

Even though DNNs have advanced significantly, there has been a persistent problem preventing their widespread use: the current 
processor architectures are not reconfigurable and have low experimental performance and limited model complexity due to re
strictions on design flexibility and the buildup of system errors. To overcome these limitations, Zhou and co-workers proposed a 
programmable diffractive processing unit (Fig. 22), realizing an optoelectronic fused computing system that can support multiple 
neural networks with millions of neurons [241]. Using the newly devised adaptive training strategy to prevent system mistakes, they 
were able to achieve good experimental accuracies for high-speed image and video recognition over benchmark datasets as well as 
computation performance superior to cutting-edge electronic computing platforms. The experimental action accuracy of the work for 
categorizing the Weizmann and KTH databases even outperforms the electronic computing approaches, which have reported accu
racies of 100% and 96.0%, respectively. 

Finally, we would like to discuss the potential development for the next-generation optical computing platform. As illustrated in 
Fig. 23(a), in contrast to the separate design of physical layers (such as the lens or metasurface) and digital layers (such as the neural 
networks), we believe that it is advantageous to achieve an end-to-end design of imaging and perception systems for specific appli
cations with machine learning models [26,242]. A deep computational camera can be trained offline to improve the performance of a 
high-level loss function, such as object detection or image classification. The advantage of the encoder-decoder interpretation is that it 
enables the error of a high-level loss function to be backpropagated all the way down to the physical parameters of the camera and the 
digital parameters of the neural network. Once it is optimized, the novel optical computing system can classify collected images more 
reliably, quickly, or efficiently than traditional digital layers. 

As a recent effort, Mennel et al. demonstrated that an image sensor can itself constitute an ANN (Fig. 23(b)), capable of simul
taneously sensing and processing optical images without latency [243]. The network’s synaptic weights were stored in a continuously 
programmable photoresponsivity matrix, and the device was built on a reconfigurable 2D semiconductor. The sensor was trained to 
categorize and encode images that were optically projected onto the chip at a rate of 20 million bins per second by the authors. They 
also demonstrated supervised and unsupervised learning. The extensive amount of data was efficiently processed through the complete 
signal chain at high frame rates and low power consumption in contrast to conventional machine vision systems. 

6. Quantum optics and materials physics 

6.1. Inverse design for aerospace and quantum physics 

The utilization of neural networks is not limited to the applications related to our daily technology, but has been extended to the 
field of aerospace and quantum physics. In 2022, Kudyshev et al. proposed the inverse design approach for nanocraft, an ultralight 
spacecraft to travel in outer space with a relativistic velocity of ~6 × 107 m/s [38]. The nanocraft contains periodically aligned 
structures that can be accelerated via a high-power laser array located on the earth. To achieve a high acceleration, the design of the 

Fig. 22. The reconfigurable diffractive optoelectronic processor can be programmed to construct different DNNs. As an example, three types of 
neural network architectures were experimentally demonstrated. Reproduced with permission from Ref. [241], copyright 2021 Nature Publish
ing Group. 
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structures requires a minimized acceleration distance, which is the total distance required by the nanocraft to reach the desired ve
locity. It involves a tradeoff between the reflectivity of the design and the weight of the nanocraft. The entire optimization process is 
based on VAE and TO. As illustrated in Fig. 24(a), first, a dataset of initial designs is generated with TO. Then, a VAE is trained to 
encode the dataset to a 30-dimensional latent space, and decode the designs from a randomly sampled latent variable. After training, 
the VAE can learn the hidden features of these pre-optimized designs and try to produce more based on random latent variables. These 
new designs are set as the initial designs for further TO. Finally, the best design is produced which can reduce the acceleration distance 
by 50% (from 4 × 109 to 1.9 × 109 m). 

Quantum physics has also benefited from the use of inverse design techniques. Quantum state analysis involves measuring a 
quantum system, obtaining readouts, and reconstructing the quantum states using the readouts, either directly or after processing. 
Each of these steps is crucial in the study of quantum states. In general, this process can be described by c→ = A(ρ)+ ε→, where c→ is 
expectation values obtained from the measurements specified by sensing function A, ρ is the quantum state (usually described as 
density matrix), and ε→ is the noise in the measurement. The quantum forward problem (QFP) is the technique by which we can derive 
c→ from observations represented by A if we already know the quantum state. The quantum inverse problem (QIP), on the other hand, is 
the procedure for retrieving the quantum state of the observed data. One specific type of QIP is quantum state tomography (QST), in 
which the function A directly maps ρ to complete measurements c→. Since the measurements can directly provide us with the 
expectation values, the QFP is often a rather simple problem to solve. The QIP or QST, however, is not trivial due to the size of the 
potential quantum state space. The conventional QST methods usually only work with specific kinds of quantum states and may not 
succeed in other circumstances. To address such an issue, DNNs were used by Cao et al. to develop a solution for QIPs that was 
motivated by the recent advances in deep learning [246]. First, the training data for the QIP is generated using the QFP, which is based 
on quantum physics and predicts a fixed set of observables. The dataset consists of pairs of density matrices and their accompanying 
measurement expectation values. The density matrices are bijectively parameterized to a vector a→prior to training, and the mapping is 
selected depending on the set of density matrices. Inverse mapping is learned using a full connected neural network, where a prediction 

Fig. 23. (a) Illustration of an optical encoder–electronic decoder system. For a particular purpose, freeform lenses and customized sensor electronics 
can be combined for optimum performance. Reproduced with permission from Ref. [26], copyright 2020 Nature Publishing Group. (b) Illustration of 
the ANN photodiode array for encoding/decoding of a 28 × 28 pixels letter from the MNIST handwritten digit database. Reproduced with 
permission from Ref. [243], copyright 2020 Nature Publishing Group. 
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of a→ is obtained from the input c→. The loss function in the training process can be changed depending on the target of QIP. For 
instance, if the magnitudes of the vector a→ need to be approximated exactly, the loss function can be the mean square error. A loss 
function that minimizes angle, such as cosine similarity, will be a preferable choice if the mapping focuses more on the direction of a→. 
The neural networks used by the authors in their studies can both display a fidelity of >97% for the predicted density matrices in two 
cases with varying input dimensions of c→. Furthermore, the authors have developed a qutrit photonic setup that is capable of creating 
various qutrit states and measuring arbitrary operators in order to further demonstrate the effectiveness of the well-trained neural 
network in processing real-world experimental data and its robustness against experimental noise. The average errors of the various 
operators range from 0.79% to 2.43%, which show extraordinarily good processing efficiency for the experimental data. 

In parallel, Ahmed et al. demonstrated QST based on conditional generative adversarial networks (cGANs) [244]. For a given 
quantum state, the density matrix ρ is unique, which is the property to be reconstructed. As depicted in Fig. 24(b), in each mea
surement, the authors interact with the quantum state and an outcome d can be obtained. Taking use of these data, the generator in 
cGAN receives the input of d and A, and generates a guess of the density matrix ρG. Then ρG is evaluated to generate the measurement 
statistics d̂. The discriminator in cGAN, on the other hand, tries to distinguish such ‘fake’ measurement statistics from the true data. 
After training both networks, the generator can generate an optimal density matrix that can produce almost identical statistics with the 
ground-truth, which corresponds to an optical reconstruction of the quantum states. The authors benchmarked the cGANs in multiple 
QST tasks and prove a high fidelity as well as a low amount of measurement required. In parallel, the same group also demonstrated the 
quantum state classification based on neural networks in the same year [247]. 

Very recently, Zuo et al. have proposed one remarkable work that perform QST based on an ONN system [245]. In the experiment, 
the quantum state is defined using the polarization of light. Specifically, a polarization state with a phase shift between horizontal and 
vertical polarizations is generated, i.e., |ψ〉 = 1̅ ̅

2
√ (|H〉 + eiθ|V〉). The schematic of the implementation of the ONN is illustrated in Fig. 24 

(c). To determine the state, three measurements are performed to obtain the response data M. The dataset consists of different θ ∈

[0, π /2] and M are generated and used to train a single-hidden-layer neural network. After optimizing all the weights based on 
backpropagation, the authors have designed a physics system to realize the identical operation: First, the input (M) is represented by a 
coupling laser beam generated by a spatial light modulator (SLM1). Then, another spatial light modulator (SLM2) diffracts each beam 

Fig. 24. (a) Top: Training of the VAE on topology-optimized lightsail designs. Bottom: VAE-based topology optimization. Reproduced with 
permission from Ref. [38], copyright 2021 American Chemical Society. (b) Illustration of the cGAN architecture for QST. Reproduced with 
permission from Ref. [244], copyright 2021 American Physical Society. (c) Schematic of the implementation of QST with optical neural networks. 
Reproduced with permission from Ref. [245], copyright 2022 SPIE. 
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to 20 diffraction directions with a designed weights based on W1 in the neural network. The results from three beams in each 
diffraction order are summed based on a Fourier lens L4, and 20 spots are focused on the focal plane. The nonlinearity (or activation) 
arises from the electromagnetically induced transparency in cold atoms: A probe beam comes from the opposite direction whose spatial 
transmission is nonlinearly dependent on the beam spots intensity. Finally, SLM3 and Fourier lens L9 perform the linear matrix 
operation according to W2 and summation, and the output is recorded by a camera. Utilizing such a technique, the phase angle and 
thus the density matrix can be retrieved efficiently. 

6.2. Physical neural networks using other platforms 

It is worth noting the concept of ONN can be expanded to other wave-physics-based platforms, for instance, the mechanical vi
bration system, electronic circuit, acoustic system, and magnonic system [225,248,249]. In a more general definition, they can be 
called physical neural networks (PNNs). PNNs can be applied to mimic neural networks like FCNNs, CNNs, and even RNNs. As one 
representative work, Hughes et al. studied the analogy between an acoustic system and a RNN [225]. The main feature of a RNN is the 
introduction of an additional variable, i.e., the hidden state of the system. Each time when the RNN is mapping the input to an output, 
the state variable needs to be involved in the mapping as well, and at the same time, the state variable is also updated for the next input. 
In an acoustic system (or other wave-based systems), the field at each location depends on both the external excitation at this moment 
and the field residual in the systems from previous excitation, making it ideal to mimic a RNN. Similar to other neural networks, RNNs 
also require a certain amount of nonlinearity to learn complicated mappings. Therefore, the authors used two kinds of materials in the 
acoustic system. One of the materials shows a constant sound speed, while the other has an additional speed term proportional to the 
field intensity. Then, by updating the material distribution in such system via gradient-based backpropagation, it can work for different 
tasks just like neural networks. As an example, the authors demonstrated the classification of different vowels, i.e., ae, ei and iy, as 
shown in Fig. 25(a). By sending the waveforms of the vowel directly to the system as sound waves, the correct class can be read out 
from the probe location with the maximum intensity. As a result, an 86.3% classification accuracy is reported on the test dataset. 

Papp et al. demonstrated a similar application using spin waves, also known as magnons [248]. Although a few hints have been 
provided for the realistic implementation of such a nonlinear system, it is still challenging to realize in experiments. This is because 
nonlinearity usually demands high field intensity, and it is often implemented separately from the linear scatterer in these systems, 
which hinders the advantage of high interconnections. To adjust the tradeoff between nonlinearity and interconnectivity, the authors 
proposed the potential superiority of spin-wave-based devices, which is proved to possess both properties [250]. As illustrated in 
Fig. 25(b), to build a computational system based on spin waves, a punchcard-like pattern of nanomagnets are placed on top of a YIG 
substrate, which acts as the spin-wave scatterer due to their strong perpendicular magnetic anisotropy. The spin wave is generated by a 
microwave coplanar waveguide and scattered by the nanomagnets, and the output signals are detected at three locations where the one 
corresponding to the correct class is expected to show maximum intensity. It is worth noting that the micromagnetic solver used in this 
work fully accounts for the change in magnetic field due to the magnetization precession, which is the stem of nonlinearity. Therefore, 
the trained system with optimized nanomagnets distribution can address the nonlinear effect correctly. Based on this platform, the 
frequency separation and vowel classification (in linear and nonlinear regimes with different excitation strength) have been suc
cessfully demonstrated. 

Fig. 25. (a) Schematic of the vowel recognition setup and the training procedure on an acoustic platform. Reproduced with permission from 
Ref. [225], copyright 2019 American Association for the Advancement of Science. (b) Nanomagnet-based spin-wave scatterer. Reproduced with 
permission from Ref. [248], copyright 2021 Nature Publishing Group (c) Top: A laser pulse’s spectrum contains input data that have been encoded. 
A portion of the pulse’s spectrum is used as trainable parameters (orange) to regulate the changes conducted by the broadband SHG process. The 
spectrum of a blue pulse produced in a nonlinear medium yields the physical computation result. Bottom: The outputs of the SHG transformations 
are fed into other SHG transformations with independent trainable parameters to construct a deep PNN. Reproduced with permission from 
Ref. [249], copyright 2022 Nature Publishing Group. 
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A similar design platform using magnons can also be optimized with direct binary search algorithm [251,252], a traditional 
optimization method, as demonstrated by Wang and co-workers [252]. In this work, the air-YIG material distribution is designed to 
scatter the spin wave to a desired direction under an external magnetic field. During the optimization, the material at a random grid 
(100 nm × 100 nm region) is switched and the objective function is evaluated via micromagnetic simulation. If the objective function is 
improved, the switching takes effect. The iteration ends when the switching at any location reduces the objective function for the 
current configuration. Based on this optimizer, the functionalities like magnonic (de)multiplexer, nonlinear magnonic switch and 
nonreciprocal magnonic circulator are demonstrated. 

In the previous examples of ONNs and PNNs, the neural network parameters are often corresponding to the material or structure 
distributions in the system. However, this is not the only approach to building a PNN. In 2022, Wright et al. utilizing an alternative way 
to train all kinds of PNNs [249]. In this work, the parameters of the neural networks are also represented by an external signal, just as 
the input signal. To be more specific, in the example of a vowel classification problem, the input is represented by a pulse that covers a 
certain wavelength range, while the trainable parameters are also input as a pulse but at distinct wavelength range. The interaction 
between the input and the parameters can be achieved by nonlinear effects like frequency mixing. Finally, the true class can be read out 
by looking at the wavelength range with maximum intensity. The entire process is plotted in Fig. 25(c). Such a technique can be 
utilized to build a deep PNN where different parameters are input at different stages, corresponding to the weight in different layers in 
a neural network. The superiority of such parameters conversion is clear: On one hand, only the external signal needs to be modified, 
while the system itself is fixed and does not need any modification (even when the task changes). This is not achievable in systems 
where the weights are represented by the material distribution. On the other hand, the parameters can be directly updated based on the 
response in the experimental system to achieve a better classification performance. Three PNN systems, including mechanical, elec
trical and optical systems, are experimentally demonstrated in this paper to show more than 90% classification accuracy for hand
written digits classification problem. 

7. Summary and perspectives 

In this review, we have examined the concept of the software-defined platform that has recently been developed. This platform is 
useful for consolidating and advancing interdisciplinary research by interfacing nanophotonics with intelligent algorithms, particu
larly machine learning algorithms, in device design, measurement, and system setup. In general, the software-defined nanophotonic 
platform offers the following benefits.  

1. Manageability: The software-defined framework has distinct levels that are very easy to manage. On the one hand, the functionality 
and knowledge requirements of each layer are segregated and isolated. More specifically, the knowledge of full-wave simulations or 
experimental measurements is only necessary for the data layer for data generation, while understanding the inverse design al
gorithm is necessary for the control layer, as skills in machine learning and multi-objective optimization. Interestingly, the 
application layer, which is the most significant layer directly related to the design task, calls for the least amount of expertise. The 
only thing left to undertake is to determine the design objective and have the ability to obtain the design from the interface that 
connects to the control layer. On the other hand, it is effective to make use of the complete expertise of the engineers who work for a 
single layer with such a compartmentalized structure of capabilities and knowledge base. This includes tweaks and error fixes for 
each layer, enabling a high degree of manageability across the entire software-based architecture.  

2. Flexibility: The three layers in the software-defined framework can be adaptably changed without affecting the other two layers. 
First, the application layer can be switched while using the existing dataset and a fixed inverse design technique, allowing the user 
to continue inversely designing distinct devices like metalens, meta-holograms, beam deflectors, etc. Second, when the dataset and 
application are both fixed, the control layer can be altered to support the use of several algorithms, each with benefits and 
drawbacks. Lastly, the data layer can be improved/replaced later to make the models better/more general. On the one hand, the 
algorithm, particularly the machine learning models, can be retrained as more data are generated to achieve better performance; 
this is referred to as active learning notation. On the other hand, we can swap out the present dataset for an alternative but 
analogous dataset (e.g., meta-atoms with different periods, materials, and geometries). In this case, the overall framework does not 
need significant changes; only the control layer may require a minor adjustment to accommodate the new data structure.  

3. Extensibility: Inverse design tasks are widespread in science and technology fields. However, the expertise and design approach in a 
particular field are typically unique and task-specific. It is challenging, if not impossible, to transfer the methodology and 
knowledge from one field to another. The software-defined framework is a general idea that can be used to solve practical problems 
in a variety of fields. This methodology offers a wide range of possibilities for extending its application to various fields. For 
instance, regardless of their physical significance, machine learning and deep learning algorithms connect input and output data 
structures. In other words, if the interfaces to the software and hardware sides are consistent in different tasks and domains (for 
instance, the inputs are all binary images or parameters, and the outputs are class labels or continuous values), the same models 
may be applied directly and easily to various tasks. 

All of these benefits outweigh the drawbacks of traditional approaches. While the software-defined platform holds great promise, it 
is still in its nascent stages, and requires further development in several areas, including applications, interfaces, and integrations. To 
unleash the full potential of the software-defined platform, it is important to enhance and advance these areas considering the 
following aspects. 
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1. It is crucial to create a high-level architecture for the software-defined framework. This should cover the relationships between the 
three levels and the framework’s general structure. Based on results from testing and actual usage, we must develop and improve 
programming languages, data libraries, and user-friendly interfaces. This effort could entail introducing fresh features, enhancing 
current ones, and resolving any detected flaws or problems.  

2. We need to realize dynamic control of every layer and even every pixel within the framework that produces an optoelectronic 
computing network with the ability for self-learning and self-correction. The success of this task can offer significantly improved 
computing performance and thereby accelerate the development of optical AI processors as a vital part of contemporary computing. 
However, it is equally important to enable intelligent model selection so that the best model may always be chosen for the specific 
issue and target specified by the user, considering the applicability, capability, and generality of the model. Such a dynamic system 
is applicable in many fields, including microscopic imaging and free-space optical communication.  

3. It is highly beneficial to implement the transfer of knowledge or techniques between tasks in various domains. We can, for example, 
create a database of nanophotonic designs and devices that go beyond empirical structures. The software-defined system enables 
the sharing of knowledge among tasks in several domains. With the shared data layer, design process experience will grow across 
experts. A set of standard devices will develop as the database keeps expanding and may eventually be directly invoked upon 
request. Moreover, well-organized device data can be analyzed using data mining and machine learning techniques to reveal 
valuable design insights that cannot be obtained through any other means. The primary objective is to establish a standardized data 
structure that simplifies the creation of inverse design models in subsequent stages. Devices with unconventional architectures, 
flexible capabilities, and extreme performance are anticipated to be developed with the use of data-driven models and a large 
number of empirical designs.  

4. We need to unify the software and hardware optimization as much as possible. The virtualization of the hardware frontend, which 
enables the automatic design of photonic devices and automatic results processing directly driven by the need of end users, is the 
core of a software-defined nanophotonic system. A key step of this process is enhancing and merging the control layer interfaces to 
establish a seamless connection between the software and hardware sides. These interfaces should be adaptable, simple to use, and 
reliable. Therefore, the future promotion of such a methodology should concentrate on how well the three basic layers interact with 
one another. To enable a fully end-to-end architecture, demand with a higher abstract level should be supported for the application 
layer. For instance, a user-end need, such as the accuracy of detection, might be sent directly to the software-defined scheme in the 
construction of a nanophotonic object detection system with the use of spectral and polarization information. The control layer 
offers methods to identify relevant optical information to extract and automatically find potential hardware solutions rather than 
requiring users to manually find appropriate spectrum bands and polarization states. It is possible to tune the entire system, 
including the frontend nanophotonic hardware and the backend processing algorithms simultaneously and systematically. 

To conclude, the photonics community should collaborate to build a comprehensive dataset of photonic concepts, architectures, 
components, materials and measurements to support all types of inverse design algorithms that could create devices with the highest 
possible efficiency, in order to explore and advance new possibilities in this software-defined inverse design platform. The develop
ment of all-optical and optoelectronic systems that can execute machine learning and other computing algorithms at the speed of light 
is crucial for ushering in a new era of even more sophisticated and successful inverse design algorithms. We think the discipline will 
rapidly grows as more researchers with diverse backgrounds participate in this endeavor. 
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Top. Quant. Electron. 25 (3) (2019) 1–7. 
[168] C. Lu, Z. Liu, Y. Wu, Z. Xiao, D. Yu, H. Zhang, C. Wang, X. Hu, Y.C. Liu, X. Liu, Polarization routers: nanophotonic polarization routers based on an intelligent 

algorithm (advanced optical materials 10/2020), Adv. Opt. Mater. 8 (10) (2020), 2070039. 
[169] J. Huang, J. Yang, D. Chen, W. Bai, J. Han, Z. Zhang, J. Zhang, X. He, Y. Han, L. Liang, Implementation of on-chip multi-channel focusing wavelength 

demultiplexer with regularized digital metamaterials, Nanophotonics 9 (1) (2020) 159–166. 
[170] Z. Liu, X. Liu, Z. Xiao, C. Lu, H.-Q. Wang, Y. Wu, X. Hu, Y.-C. Liu, H. Zhang, X. Zhang, Integrated nanophotonic wavelength router based on an intelligent 

algorithm, Optica 6 (10) (2019) 1367–1373. 
[171] L. Su, A.Y. Piggott, N.V. Sapra, J. Petykiewicz, J. Vuckovic, Inverse design and demonstration of a compact on-chip narrowband three-channel wavelength 

demultiplexer, ACS Photonics 5 (2) (2018) 301–305. 
[172] W. Chang, S. Xu, M. Cheng, D. Liu, M. Zhang, Inverse design of a single-step-etched ultracompact silicon polarization rotator, Opt Express 28 (19) (2020) 

28343–28351. 
[173] A. Majumder, B. Shen, R. Polson, R. Menon, Ultra-compact polarization rotation in integrated silicon photonics using digital metamaterials, Opt Express 25 

(17) (2017) 19721–19731. 
[174] Y. Liu, S. Wang, Y. Wang, W. Liu, H. Xie, Y. Yao, Q. Song, X. Zhang, Y. Yu, K. Xu, Subwavelength polarization splitter–rotator with ultra-compact footprint, Opt 

Lett. 44 (18) (2019) 4495–4498. 
[175] G. Di Domenico, D. Weisman, A. Panichella, D. Roitman, A. Arie, Large-scale inverse design of a planar on-chip mode sorter, ACS Photonics 9 (2) (2022) 

378–382. 
[176] H. Ma, J. Huang, K. Zhang, J. Yang, Ultra-compact and efficient 1× 2 mode converters based on rotatable direct-binary-search algorithm, Opt Express 28 (11) 

(2020) 17010–17019. 
[177] H. Jia, H. Chen, T. Wang, H. Xiao, G. Ren, A. Mitchell, J. Yang, Y. Tian, Multi-channel parallel silicon mode-order converter for multimode on-chip optical 

switching, IEEE J. Sel. Top. Quant. Electron. 26 (2) (2019) 1–6. 
[178] H. Jia, T. Zhou, X. Fu, J. Ding, L. Yang, Inverse-design and demonstration of ultracompact silicon meta-structure mode exchange device, ACS Photonics 5 (5) 

(2018) 1833–1838. 
[179] L. Deng, Y. Xu, R. Jin, Z. Cai, Y. Liu, On-demand mode conversion and wavefront shaping via on-chip metasurfaces, Adv. Opt. Mater. (2022), 2200910. 
[180] W. Jin, S. Molesky, Z. Lin, K.-M.C. Fu, A.W. Rodriguez, Inverse design of compact multimode cavity couplers, Opt Express 26 (20) (2018) 26713–26721. 
[181] G.H. Ahn, K.Y. Yang, R. Trivedi, A.D. White, L. Su, J. Skarda, J. Vučković, Photonic Inverse Design of On-Chip Microresonators, ACS Photonics, 2022. 
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